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Abstract 

 

Many disciplines find it puzzling that costly cooperation exists within groups of non-kin. 

Cooperation can be sustained when non-cooperators are punished or when cooperators are 

rewarded, but these sanctions are themselves costly to provide. As such, we must ask: what 

forces maintain the existence of sanctioning? Why do people possess a psychology that includes 

punitive sentiment and a willingness to reward? Many theoretical models rely on “second-order 

punishment”, which means that people will punish those who do not punish non-cooperators. 

However, our review of the evidence suggests that people do not readily do this, and do not 

particularly like punishers. This calls into question any theories that rely on this second-order 

punishment. By contrast, people will readily reward those who reward cooperators, which 

suggests that rewards may function as part of a system of indirect reciprocity where cooperators 

(and rewarders) are seen as “good” thus worthy of help. So what does sustain punitive 

sentiment? Punishment may function to signal qualities of the punisher that are otherwise 

difficult to observe, such as the punisher’s trustworthiness or willingness to retaliate against 

personal affronts. Alternately, punishment may simply be a “Volunteer’s Dilemma” where it 

becomes rational to “volunteer” to punish non-cooperators if no one else in the group will. 

Finally, we discuss how positive and negative sanctions may function differently to maintain 

large-scale human cooperation, depending on the proportion of cooperators in a population and 

the necessity for unanimous cooperation.  
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Introduction 

 

Cooperation is a theoretical puzzle in many disciplines. Why would one organism do things that 

benefit others if doing so is costly? Much research has focused on the psychological mechanisms 

underlying such help (e.g. Andreoni, 1990; Batson et al., 1997; Cialdini, Brown, Lewis, Luce, & 

Neuburg, 1997; Cox, 2004). From a functional perspective, why do such cooperative sentiments 

persist? Why do humans possess psychological mechanisms which cause them to help others? 

What selective forces cause these sentiments to evolve and/or be learned? Evolutionary 

researchers often seek to answer these questions of function. By understanding the function(s) of 

cooperation, it allows us to create situations that will promote cooperation regardless of what 

specific sentiments trigger cooperation within each individual (Barclay, in press).  

 

Many explanations about the functions of cooperation rely on people being able to target their 

cooperation towards specific individuals and away from others. For example, reciprocity 

involves helping those who have specifically helped you (direct reciprocity: Axelrod, 1984; 

Trivers, 1971) or who have been helpful in general (indirect reciprocity: Alexander, 1987; 

Nowak & Sigmund, 2005), and avoiding helping people who do not help. However, what 

happens when cooperative acts cannot be targeted towards specific individuals? 

 

One case where cooperative acts cannot be preferentially targeted towards cooperators is with 

the provision of public goods. A public good is something that is costly to provide, but once 

provided, is available to all people regardless of how much each person contributed towards the 

provision (e.g. Davis & Holt, 1993; Ledyard, 1995). Because all members have equal access to 

the public good, those who pay the cost of providing public goods will have a lower payoff than 

non-contributors who do not pay this cost (a.k.a. “free-riders” or defectors). This incentive 

structure will often result in the underprovision of public goods, a result which has been found in 

many experiments (see reviews by Ledyard, 1995). A similar situation occurs with resource 

management because conservation of resources is a public good that everyone benefits from, and 

a “tragedy of the commons” can occur as individuals follow their rational incentives to 

overexploit common resources (Hardin, 1968). It is important to solve these twin problems of 

public goods provision and tragedies of the commons, especially because overuse of natural 

resources has been implicated in the collapse of some historical societies like the Mayans and 

Easter Islanders (Diamond, 2005). We will treat these problems equivalently in this chapter 

because of their similarity in incentive structure. 

 

As this collection is about peer-to-peer rewards and punishment, readers will not be surprised 

that these have both been put forth as forces that maintain contributions to public goods. 

Contributing to public goods can be worthwhile if one can be rewarded sufficiently for doing so. 

Similarly, free-riding on others’ contributions is not worthwhile if one would face punishment 

for not contributing oneself. Much research has shown that people are willing to pay to sanction 



others, either through rewards or through punishment, and the majority of studies show that both 

rewards and punishment can sustain cooperation under some circumstances (e.g. Fehr & 

Gächter, 2002; Gächter, Renner, & Sefton, 2008; Masclet, Noussair, Tucker, & Villeval., 2003; 

McCusker & Carnevale, 1995; Nikiforakis & Normann, 2008; Ostrom, Walker, & Gardner,  

1992; Rand, Dreber, Ellingsen, Fudenberg, & Nowak,  2009; Rockenbach & Milinski, 2006; 

Sefton, Shupp, & Walker, 2007; Vyrastekova & van Soest, 2008; Yamagishi, 1986)
1
. We will let 

others provide a more comprehensive review of the existence and effectiveness of punishment 

and reward, and will instead focus on why people possess such punitive and rewarding 

sentiment. We will also focus on sanctions provided by individuals (“peer-to-peer sanction”) 

instead of by institutions, as the two types of sanctions may involve different etiologies.  

 

Goals of This Chapter 

 

In this chapter, we will not discuss which specific psychological mechanisms (e.g. which 

emotions) cause cooperative actions, nor will we discuss which specific emotions cause 

punishment and reward. These are excellent topics and have been investigated by others (e.g. de 

Quervain et al., 2004; Fehr & Gächter, 2002; Hopfensitz & Reuben, 2009; Nelissen & 

Zeelenberg, 2009) and will likely be covered elsewhere in this volume. Instead, we ask: why 

does punitive sentiment exist at all? Given that it is costly to punish or reward others, why do 

people possess a psychology which makes them inclined to reward those who provide public 

goods and punish those who do not? What forces select for and maintain such sentiments? These 

questions of function are different from and complementary to questions of proximate 

psychological causation; they are simply at different “levels of analysis” (Tinbergen, 1968; 

Holekamp & Sherman, 1989).  

 

Evolutionary researchers identify four complementary “levels of analysis” for any behaviour 

(Tinbergen, 1968; Holekamp & Sherman, 1989). Proximate causes are those that occur within an 

individual, and include: 1) the specific psychological mechanisms (e.g., emotions) triggered in a 

situation; and 2) the development of those mechanisms within an individual’s lifetime (e.g., 

learning, gene-environment interactions). Ultimate causes are the reasons that those proximate 

causes exist at all in any member of the species, and include: 3) the phylogeny or evolutionary 

history of the psychological mechanisms (e.g., what pre-existing features did the psychological 

mechanism evolve from); and 4) the evolutionary function (e.g., what selective pressures caused 

that proximate mechanism to evolve and be maintained despite the costs). These levels are not in 

competition: to truly understand any phenomenon, we need an answer at all four levels.  

                                                 
1
 Some authors have debated the frequency or effectiveness of punishment (e.g. Guala, 2012), for example by using 

experiments with unusual methodological constraints that prevent punishers from cooperating (Dreber, Rand, 

Fudenberg, & Nowak, 2008; Wu et al., 2009). We leave that debate for elsewhere (e.g., see Rankin, dos Santos, & 

Wedekind, 2009), and instead follow the majority of studies in suggesting that punishment and reward can have 

some role in supporting cooperation.  



These different “levels of analysis” are important to clarify because many of the current debates 

over cooperation and punishment are due to researchers investigating the same phenomenon at 

different levels of analysis, and then not realizing that others are simply asking different 

questions (Barclay, 2012). For example, I may punish Fred because I am angry at his non-

cooperation (proximate psychological mechanism), and I may possess this anger because it 

functions to signal my intolerance of exploitation and thus reduces others’ attempts to exploit me 

(potential ultimate function). These two potential “causes” (anger and signaling) are 

complementary instead of mutually exclusive, and they could both be right – or both be wrong – 

because they are answers to questions at two of the four different levels of analysis, namely 

“what is the specific emotion” and “why does it exist”. It is this latter question of ultimate 

functional cause that we address here. Although we will discuss the costs and benefits of 

sanctioning, we do not suggest that people are consciously responding to these costs and 

benefits. Instead, these costs and benefits are what allow the underlying psychological 

mechanisms (e.g. anger, righteous indignation) to arise. We clarify this now to avoid further 

confusion over levels of analysis. 

 

What Maintains Peer-to-Peer Sanctioning Behaviour? 

 

Peer-to-peer punishment and rewards can support the provision of public goods, but they 

themselves are costly to provide. These costs can include time, energy, danger, and especially 

retaliation (e.g. Janssen & Bushman, 2008; Nikiforakis, 2008). As such, we need to ask why 

people provide such costly sanctions (Yamagishi, 1986). Sanctions benefit all cooperators in a 

group, but punishers have a lower payoff than non-punishers in their groups who avoid the cost 

of punishment. Because of this, non-punishers essentially free-ride on the punishment provided 

by more punitive group members; this behaviour has been called “second-order free-riding” 

(where “first-order free-riding” is failing to cooperate). Game theoretical models and 

evolutionary simulations show that these second-order free-riders will outcompete those who pay 

to sanction, which then undermines cooperation in those groups because there is no one to 

enforce it (Boyd & Richerson, 1992; Henrich & Boyd, 2001; Oliver, 1980; Ostrom 1990). A 

similar argument holds for rewarding: if it is costly to reward cooperators, then rewarders will be 

outcompeted by non-rewarders, unless some other factor counteracts this disadvantage. Thus, to 

the extent that punishment and reward maintain cooperation, we need to explain what maintains 

punitive sentiment and the desire to reward. 

 

Second-Order Sanctions 

 

Second-Order Punishment. 

 

Some theorists have suggested that punitive sentiment is supported by “second-order 

punishment” or “meta-norms”, which means punishment directed preferentially at “second-order 



free-riders” (i.e. those who do not punish: Axelrod, 1986; Boyd & Richerson, 1992; Henrich, 

2004; Henrich & Boyd, 2001). In these models, “second-order punishment” maintains the “first-

order punishment” (i.e. punishment of non-cooperators) which is needed to maintain 

cooperation. Although this argument appears vulnerable to infinite regress (e.g. “third-order 

punishment” to maintain second-order punishment, and so on), several models rely on the 

existence of “second-order” punishment of non-punishers (e.g. Axelrod, 1986; Boyd & 

Richerson, 1992; Brandt, Hauert, & Sigmund, 2006; Fowler, 2005; Henrich, 2004; Henrich & 

Boyd, 2001; Sober & Wilson, 1999; de Weerd & Verbrugge, 2011). As such, we need to ask: do 

people tend to punish non-punishers, as predicted by these models?  

 

The evidence to date suggests that people do not perform second-order punishment, i.e. they do 

not particularly punish non-punishers. In the first analysis we know of, Barclay (2006) examined 

instances of punishment in a standard public goods experiment and found no unambiguous 

instances of people punishing a group member for failing to punish in a previous round. 

Nikiforakis (2008) and Cinyabuguma, Page, & Putterman (2006) 
2
 both gave experimental 

participants the opportunity to “counterpunish”, i.e. respond to punishment in a second 

sanctioning opportunity immediately following everyone’s first sanctioning decision. They both 

found that the more a person punishes at the first stage, the more he or she gets punished at the 

second stage. These two studies suggest that people sanction punishers more than they sanction 

non-punishers, which is the opposite of what the above models predict. In contrast to those two 

studies, Denant-Boemont, Masclet, & Noussair (2007) also allowed participants to 

counterpunish, but they claimed to find evidence for both retaliation and metanorms, even in the 

very first round of the experiment. In a type of multiple regression, they found that people who 

punished more than average at the first stage tended to receive more punishment at the second 

stage (retaliation), and people who punished less than average at the first stage also received 

more punishment at the second stage (metanorms). Thus, so far one regression analysis claims to 

find punishment of non-punishers whereas two do not.  

 

In the most direct test to date, Kiyonari and Barclay (2008) had Canadian students play a public 

goods game, receive an opportunity to sanction cooperators or non-cooperators, and then receive 

an additional opportunity to sanction partners based on how partners sanctioned. Participants 

played the game with a free-rider, a cooperator who punished the free-rider, and a cooperator 

who did not punish. In this direct comparison, non-punishers received no more sanctions than did 

punishers, and in fact the latter were rated significantly less favourably. This pattern was present 

                                                 
2
 Although Cinyabuguma and colleagues (2006) use the phrase “second-order punishment” in their title, they use it 

very differently than we use it here. They simply mean a second stage of punishing where people can condition their 

second-stage punishment on others’ first-stage punishment of anyone. By contrast, we follow evolutionary 

researchers in specifically referring to the punishment of those who do not punish free-riders. In their results, 

Cinyabuguma et al. show that people who punish at the first stage tend to receive more punishment at the second 

stage, not less, so their results are evidence against – not for – the existence of  “second-order punishment” in the 

sense we use the term here. 



in three variations of the experiment, including when the non-punisher was clearly unwilling to 

use sanctions to support cooperation. Furthermore, these results match similar results in Japan 

and Belgium (Kiyonari et al., 2004, 2008). These results strongly suggest that people do not 

preferentially punish non-punishers. As such, these results call into question any model that 

relies on the existence of second-order punishment to maintain cooperation. 

 

Although there is currently no strong evidence for second-order punishment, at least not in these 

experimental games, this does not mean it will never be found. There are examples of 

punishment of non-enforcers in political domains, such as US Senator Joseph McCarthy’s 

accusations of Communism against those who failed to denounce suspected Communists, or the 

Cuban Liberty and Democratic Solidarity Act of 1996 (a.k.a. the “Helms-Burton Act”) which 

imposes embargoes against companies who fail to embargo Cuba (US Department of State). 

Both of these examples involve coalitions, which may be relevant, and there are also interesting 

differences. In the McCarthy example, a failure to sanction was taken as a cue of one’s political 

sympathies; one can similarly imagine “second-order condemnation” of someone who failed to 

condemn child molestation. Thus, second-order punishment may only arise when these is a clear 

need to signal one’s dislike of another’s actions. Alternately, perhaps second-order punishment 

only arises when an act of non-cooperation is clearly harmful. In the example of the “Helms-

Burton Act”, one country’s failure to sanction undermines the effectiveness of others’ sanctions. 

Future studies can investigate whether second-order punishment will arise when a failure to 

punish is a potential cue of coalitional membership or future behaviour, and especially when it 

undermines others’ attempts at coercion.  

 

Second-Order Rewards. 

 

Second-order sanctions need not be negative. The rewarding of cooperators could be sustained 

by “second-order rewards”, which means rewards preferentially directed at those who reward 

cooperators. This would naturally occur if rewarding is seen as a good act within a system of 

indirect reciprocity or generalized exchange, where people gain a good reputation for helping 

others and are thus more likely to receive help (see Nowak & Sigmund, 2005 for a review). 

Panchanathan and Boyd (2004) showed that when the provision of public goods is linked to a 

system of indirect reciprocity, those who provide public goods become more likely to receive 

help, and those who refuse to help the public providers will lose their reputation and receive less 

help themselves. There is no problem of infinite regress because systems of indirect reciprocity 

can be stable unto themselves (Nowak & Sigmund, 2005). Milinski and colleagues have shown 

that opportunities for indirect reciprocity can support the provision of public goods (Milinski, 

Semmann, & Krambeck, 2002), including the fight against climate change (Milinski, Semman, 

Krambeck, & Marotzke, 2006), as long as people can track reputations about who has 

contributed and who has not (Semmann, Krambeck, & Milinski, 2004).  

 



Second-order rewards are more likely to support sanctions than is second-order punishment, for 

several reasons (Kiyonari & Barclay, 2008): a) rewarders will fare better than punishers because 

the former receive positive reciprocation whereas the latter experience retaliation (e.g. 

Cinyabuguma et al., 2006); b) punishment requires justification to seem appropriate; c) the same 

proximate psychological mechanisms are easily co-opted from contributing to rewarding and to 

second-order rewarding (e.g. liking or empathy towards those who help) whereas this is more 

difficult with punishment; and d) people will prefer rewarders as partners instead of punishers 

because the latter can benefit them; and e) rewards and second-order rewards may even 

constitute a form of competitive altruism (Barclay, 2011a; Barclay & Willer, 2007). In support of 

this, Kiyonari and Barclay (2008) show that people will readily reward rewarders more than non-

rewarders, but do not readily punish non-punishers (or reward punishers).  

 

For rewards to sustain the provision of public goods, provision must be linked to a system of 

indirect reciprocity (Panchanathan & Boyd, 2004). This means that contributing towards public 

goods must be seen as good and necessary just as any other act of helping, so people will help 

public good providers when they are in need. This may require that people recognize that the 

public good benefits all group members and that failure to contribute harms others (Barclay, 

2011b). Once this is common knowledge, good people will be more likely to contribute and no 

good person will knowingly fail to contribute; this in turn makes reputation systems more 

effective because rewards and punishment are more likely to go to the appropriate targets. 

Educating people about such benefits and harms has been successful in the past at promoting 

reputation systems (Barclay, in press), and experimental evidence shows that such education 

enhances the effectiveness of indirect reciprocity at promoting public good provision (Milinski et 

al., 2006). 

 

Unlike punishment, rewards may involve a time lag: it is easy to cheaply inflict immediate high 

costs on someone for failing to cooperate, but it may be difficult to cheaply reward them with 

high benefits immediately (b>c) because they may not immediately need help. Humans likely 

use placeholders such as verbal rewards to acknowledge help received, point out indebtedness, 

and to indicate that the helper is now more likely to receive tangible help in the future. Verbal 

rewards can thus substitute as proxy rewards until a cooperator later needs help, and should be 

effective for those who are able to delay gratification. 

 

Alternative Explanations for Punishment 

 

Punishment as a costly signal. 

 

Punishment may function to signal some characteristic about the punisher (Barclay, 2010). For 

example, some individuals can punish more cheaply or with lower risk of retaliation, e.g. those 

with high physical ability or social status can punish more easily (Clutton-Brock & Parker, 



1995). Consequently, punishing free-riders could be a socially acceptable way of signaling that 

one has the power to impose costs on others. Audiences would then defer to a punisher out of 

self-interest, and this would benefit the punisher. Similarly, punishment could signal one’s 

unwillingness to tolerate exploitation: would-be defectors would benefit from cooperating with 

anyone known to punish defection. In support of this, game theoretical models show that 

punishment can evolve when people are less likely to defect on individuals who punish defectors 

(Brandt, Hauert, & Sigmund, 2003; dos Santos, Rankin, & Wedekind, 2011; Hauert, Haiden, & 

Sigmund, 2004; Sigmund, Hauert, & Nowak, 2001), and experimental work shows that people 

steal less money from participants who have punished free-riders (Barclay, submitted). This 

requires no conscious awareness from either punishers or audiences about punishment’s 

signaling properties: as long as there are reputational benefits, then punitive sentiment will arise 

and persist.  

 

In addition to being triggered by emotions like anger, punishment of free-riders could also be 

triggered out of concerns for fairness or righteous indignation (Barclay, 2006). In such cases, 

anyone who punishes free-riders is demonstrating that he or she possesses a sense of justice and 

dislikes unfairness. If so, then one could trust a punisher more than someone who does not 

condemn unfairness. Experiments show that people entrust more money to those who have 

punished free-riders than to those who have not punished (Barclay, 2006; Nelissen, 2008), 

though this may require exposure to free-riders so that people understand the justification for 

punishment. Interestingly, there is currently no evidence that people “like” punishers or will 

reward them (Barclay, 2006; Horita, 2010; Kiyonari & Barclay, 2008); it seems that people trust 

punishers (which is in their self-interest) but do not pay to reward them (which is not in their 

self-interest). This may explain another curious difference in the literature: people pay more to 

punish others when their decisions are observed than when anonymous (Kurzban, DeScioli, & 

O’Brien, 2007; Piazza & Bering, 2008), but will hide information about their most severe 

punishments from an observer who could choose them for future interactions (Rockenbach & 

Milinski, 2011). Of course, if punishment signals toughness, there is no reason to like punishers 

or choose them, only to defer to them. More research is needed to determine whether punishment 

is indeed a signal of some traits, and if so, which ones.  

 

Punishment as a Volunteer’s Dilemma. 

 

Researchers often overestimate the costs of punishment because they compare punishers with 

non-punishers in the same group. This overlooks the fact that punishers personally benefit from 

the cooperation levels they enforce (West, Griffin, Gardner, 2007). As such, punishers can have 

higher payoffs than non-punishers in other groups (i.e. groups without any punishers). 

Punishment will arise as long as some competition exists against those outside of one’s local 

group, which is to say that competition is not entirely local (see “scale of competition”, West et 

al., 2006).  



 

It is well-established that punishment is a public good (e.g. Yamagishi, 1986). However, not all 

public goods have the same incentive structure. Most researchers use social dilemmas where 

non-cooperation is the dominant response (as in a Prisoner’s Dilemma), but there are other types 

of social dilemmas with slightly different incentive structures
3
. Some public goods are a 

“Volunteer’s Dilemma” (Diekmann, 1985; Murnighan, Kim, & Metzger, 1993), also known as a 

Snowdrift game or Producer-Scrounger game (reviewed by Barclay & Van Vugt, in press). In 

these situations, each person prefers that someone else provide the public good, but would be 

willing to provide it if no one else will. For example, the two-person Snowdrift Game models a 

situation where two people are stuck in cars behind a snowdrift: each person would prefer to stay 

in his car while the other person shovels the snow, but if the other person refuses to shovel, it is 

better to shovel alone than to stay stranded behind the snowdrift (Doebeli & Hauert, 2005). This 

is different from the classic Prisoner’s Dilemma because non-cooperation is no longer always the 

best strategy: it pays to “volunteer” to cooperate if no one else will. Research shows that people 

are more cooperative in social dilemmas that resemble a Snowdrift Game (2 person) or 

Volunteer’s Dilemma (≥2 person) than in classic Prisoner’s Dilemmas (Kümmerli et al., 2007).  

 

Punishment may have an incentive structure that is more like a Volunteer’s Dilemma than a 

Prisoner’s Dilemma. Punishment is costly, but all cooperators benefit in the long run if free-

riders are punished, and this benefit can outweigh the cost of punishing. As such, each person 

may prefer that someone else be the one to pay to punish a free-rider, but each person might be 

eventually willing to punish if no one else will (Raihani & Bshary, 2011). Thus, punishment is 

not always as “altruistic” as is sometimes claimed (e.g. Fehr & Gächter, 2002), but can be self-

serving (Bshary & Bshary, 2010; Raihani, Grutter, & Bshary, 2010). Punishment functions as a 

Volunteer’s Dilemma: punishers benefit from their actions, but because they also pay a cost, 

their net benefit is lower than other group members’ (Raihani & Bshary, 2011). Thus, we might 

expect people to refrain from punishment if it looks like someone else will provide the necessary 

(and costly) punishment (but see Casari & Luini, 2009).  

 

One way to solve the Volunteer’s Dilemma with punishment would be to assign the 

responsibility for sanctioning to a single individual or specialized role (Baldassari & Grossman, 

2011; O’Gorman, Henrich, & Van Vugt, 2009; Ostrom, 1990). By putting the onus on that 

person(s), it reduces the uncertainty about who would volunteer to sanction, and could even 

increase the likelihood of sanctions occurring. Alternately, when punishment requires 

coordination by multiple group members, this can reduce the uncertainty over who will punish 

and can reduce the costs for everyone (Boyd, Gintis, & Bowles, 2010), as well reduce the 

frequency with which high contributors get punished (Casari & Luini, 2009).  

                                                 
3
 In fact, an N-Person Prisoner’s Dilemma is simply a special case of a more general spectrum of social dilemmas, 

the rest of which all have a mixed equilibrium that includes cooperators and non-cooperators (Archetti & Scheuring, 

2011).  



 

The Carrot or the Stick? 

 

Both punishment and rewards are effective at sustaining cooperation (Fehr & Gächter, 2002; 

McCusker & Carnevale, 1995; Milinski et al., 2002; Rand et al., 2009; Rockenbach & Milinski, 

2006; Sefton et al., 2007; Vyrastekova & van Soest, 2008). When both options are available, 

people seem to perform both equally at first (Kiyonari & Barclay, 2008), and then use 

punishment less as cooperation becomes more common and punishment becomes less necessary 

(Rand et al., 2009; Rockenbach & Milsinki, 2006). Results from social psychology suggest that 

incentives are more effective when framed as rewards rather than punishments (Komorita, 1987; 

Komorita & Barth, 1985). Similarly, the psychological literature on learning and operant 

conditioning suggests that reinforcement-based learning (i.e., reward) is more effective and 

desirable than punishment-based learning (e.g. Skinner, 1971). 

 

There is debate over whether punishment provides any collective benefit if rewards are also 

available. Rand and colleagues (2009) gave participants opportunities to pay to reward and/or 

punish others after each round of a public goods game, and they found that (in comparison with 

rewards alone) adding punishment had no additional effect on cooperation and in fact reduced 

collective welfare. However, this lack of difference could be a ceiling effect, as contributions to 

the public good approached 90% when either rewards or punishment were present. Conversely, 

Rockenbach and Milinski (2006) paired public goods games with punishment and/or 

opportunities for indirect reciprocity, and they found that punishment did increase contributions 

and collective welfare above and beyond the benefits of rewards alone. In fact, they found that 

participants came to prefer groups with opportunities for costly punishment and indirect 

reciprocity over groups without punishment (see also Gürerk, Irlenbusch, & Rockenbach, 2006).  

 

It is possible that punishment and reward may be useful for different things. Punishment is 

cheaper to use when cooperation is common because fewer people need to be sanctioned, 

whereas rewards are cheaper when cooperation is rare for the same reason (Oliver, 1980). 

Similarly, punishment can enforce unanimous cooperation by targeting the few rare defectors 

(Mulder, 2008), whereas reward may be more effective at initiating cooperation from zero by 

inspiring the few rare cooperators (Forsyth & Hauert, 2011; Hilbe & Sigmund, 2010). If only a 

few cooperators are required and additional cooperators would be superfluous (e.g. Volunteer’s 

Dilemmas or other situations with a “provision point”), it would be more efficient to use rewards 

to stimulate a few cooperators rather than punish all defectors into cooperating unnecessarily. 

Thus, punishment may better when cooperation is common and needs to be unanimous, whereas 

reward may be better when cooperation is less common or does not need to be. These may all be 

the reasons why institutions such as governments generally focus on punishment for rare crimes 

of violence or non-cooperation (e.g. tax evasion, pollution and overharvesting). Similarly, 



governments focus on incentives (e.g. tax write-offs) to promote charitable donations and other 

rarer positive acts rather than criminalize a failure to donate.  

 

Implications and Conclusions 

 

To promote cooperation and the provision of public goods, we need to understand what forces 

select for and maintain cooperation. It is more effective to alter situations to harness these forces 

than to focus on directly manipulating proximate psychological mechanisms (Barclay, in press). 

Because punishment and reward are important in sustaining large-scale cooperation, it is 

important to understand what forces support the existence of punitive sentiment and a 

willingness to reward. If our social situations are inconducive to moralistic punishment and 

rewards via indirect reciprocity, then punishment and reward will likely decrease in frequency 

and cooperation will subsequently collapse.  

 

Several theoretical models about cooperation rely on non-punishers receiving punishment 

themselves (e.g. Axelrod, 1986; Boyd & Richerson, 1992; Brandt et al., 2006; Fowler, 2005; 

Henrich, 2004; Henrich & Boyd, 2001; Sober & Wilson, 1999; de Weerd & Verbrugge, 2011). 

However, because people do not seem to readily punish non-punishers (Barclay, 2006; 

Cinyabuguma et al., 2006; Kiyonari & Barclay, 2008; Nikiforakis, 2008; but see Denant-

Boemont et al., 2007) we must be hesitant about such models until it is conclusively 

demonstrated that this “second-order punishment” exists. If it were to be conclusively 

demonstrated that people do punish those who fail to punish non-cooperators, then we should 

happily reconsider those models. However, until then, it would be unwise to rely on any model 

which depends on this highly equivocal phenomenon. Theoreticians and empiricists may wish to 

investigate other factors that are hypothesized to support the existence of punishment, such as a 

reputation for punishing (Barclay, 2006; Nelissen, 2008) and especially whether punishment is a 

Volunteer’s Dilemma that exists simply because it pays to punish if no one else is willing to 

(Raihani & Bshary, 2011).  

 

From a practical perspective, researchers and policy-makers may want to focus on supporting 

cooperation via means other than just punishment. Rewards and positive reputation have shown 

to support cooperation in theoretical work (e.g. Barclay, 2011a; Hilbe & Sigmund, 2010; 

Panchanathan & Boyd, 2004), laboratory work (e.g. Barclay, 2004; Milinski et al., 2002; Rand  

et al., 2009), and field research (Bateson, Nettle, & Roberts, 2006; Ernest-Jones, Nettle, & 

Bateson, 2011; Gerber, Green, & Larimer, 2008). Public goods may be provided more 

effectively if we can design social systems that let people gain positive reputations for doing so.  
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