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Abstract
When choosing social partners, people prefer good cooperators (all else being equal). Given this preference, people wishing to be chosen can either increase their own cooperation to become more desirable or suppress others’ cooperation to make them less desirable. Previous research shows that very cooperative people sometimes get punished (“antisocial punishment”) or criticized (“do-gooder derogation”) in many cultures. Here, we used a public-goods game with punishment to test whether antisocial punishment is used as a means of competing to be chosen by suppressing others’ cooperation. As predicted, there was more antisocial punishment when participants were competing to be chosen for a subsequent cooperative task (a trust game) than without a subsequent task. This difference in antisocial punishment cannot be explained by differences in contributions, moralistic punishment, or confusion. This suggests that antisocial punishment is a social strategy that low cooperators use to avoid looking bad when high cooperators escalate cooperation.
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and, thus, lower payoffs for the entire group including the punisher (Herrmann et al., 2008; Rand & Nowak, 2011). The function of antisocial punishment is currently unknown. Some antisocial punishment might be retaliation by low cooperators against those whom they think punished them or might do so in the future (Herrmann et al., 2008; Sylwester, Herrmann, & Bryson, 2013; Van Dijk, Molenmaker, & Kwaadsteniet, 2015).

Theories of normative conformity suggest that norm violators are punished simply for deviating from group norms, whether those deviations involve cooperating too little or too much (Henrich, 2004; Van Dijk et al., 2015). Antisocial punishment might also be a spiteful way of reducing others’ payoff in order to have a higher payoff than them (Fliessbach et al., 2007); such spite is especially useful in areas with high economic inequality or competition over scarce resources, which is where antisocial punishment tends to be high (Fehr, Hoff, & Kshetramade, 2008; Prediger, Vollan, & Herrmann, 2014; Sylwester et al., 2013).

Barclay (2013) proposed a different hypothesis about antisocial punishment and do-gooder derogation, which is based on biological-markets theory. In biological-markets theory (Noé & Hammerstein, 1994, 1995), organisms can choose partners for cooperative interactions. The best partners are those who are most able, willing, and available to provide benefits in cooperative interactions (Barclay, 2013, 2016). This usually leads to organisms outbidding each other in order to be chosen as partners (Noé & Hammerstein, 1994), for example, by engaging in competitive helping or competitive altruism to attract social partners (Barclay, 2011, 2013; Roberts, 1998). Evidence of competitive helping has been demonstrated experimentally in humans (Barclay & Willer, 2007; Sylwester & Roberts, 2010) and in field studies of online donations (Raihani & Smith, 2015). However, outbidding competitors is only one way to compete: Organisms can also make their competitors look bad or prevent them from cooperating in order to look better by comparison (Barclay, 2013, 2016). Antisocial punishment and do-gooder derogation are simply two ways to accomplish this goal.

Attacks on high-value individuals occur in other domains. For example, people compete over romantic partners both by making themselves look good and by derogating competitors (Buss & Dedden, 1990). Barclay (2013) proposed that this tendency to derogate or attack competitors generalizes to other types of cooperative partnerships. Market value—just like mate value—is a relative construct: If your competitor looks very good, you look bad by comparison, and vice versa. The best cooperators make the moderate cooperators look bad—hence “the best is the enemy of the good.” The low and moderate cooperators thus have an incentive in attacking or preventing the cooperation or morality of the best cooperators. This can occur in group cooperation, in philanthropy, within organizations (e.g., “you’re working too hard”), or anytime one person has the potential to be perceived as morally superior to others (e.g., criticism of vegetarians, activists, or religious people). This is not limited to humans: Zahavi and Zahavi (1997) suggested that members of cooperatively breeding bird species will prevent group members from helping at the nest or feeding the chicks to prevent them from gaining social status for doing so. Thus, antisocial punishment may be an attempt to stop high cooperators from looking too good, to force them to cooperate less, and, by extension, to stop the antisocial punisher from looking selfish in comparison. We do not suggest that people do this consciously, any more than birds do. Instead, cues for partner choice will upregulate whatever psychological mechanisms cause competitive helping and antisocial punishment (for the distinction between psychological mechanisms and ultimate function, especially as they pertain to cooperation and punishment, see Barclay, 2012; Scott-Phillips, Dickins, & West, 2011; Tinbergen, 1968).

If Barclay’s (2013) hypothesis is true, and if antisocial punishment is a way of competing over cooperative partnerships, then we would predict more antisocial punishment when people are explicitly competing over cooperative partnerships. We tested this prediction using a common laboratory measure of cooperation and punishment, in which participants were given the options to contribute to a public good and to punish others. We had two conditions. In the biological-markets condition, a third-party individual, called the “observer,” saw the overall average contributions of each player and then decided whom he or she would like to play a subsequent economic game with (a trust game). The presence of the observer created competition to look more cooperative than others in the group in order to be chosen. The second condition was a control condition, which was identical to the biological-markets condition, except that no observer was present. We predicted more antisocial punishment in the biological-markets condition because low contributors would have more need to “bring down” the cooperation of the high contributors.

**Method**

**Participants, earnings, and confidentiality**

We recruited 75 females and 42 males (mean age = 19.6 years, SD = 2.0) from the University of Guelph psychology participant pool. Participants received psychology course credit plus lab dollars (L$), which were
converted after the experiment to Canadian dollars (CAN$) at the preannounced rate of 10:1; earnings ranged from CAN$0 to CAN$15.25 (M = CAN$7.01, SD = CAN$2.59). Participants sat at computers with dividers to prevent visual contact with others, and the experiment was run using z-Tree software (Fischbacher, 2007). Participants received code numbers to preserve the anonymity of their decisions; these codes did not change across rounds. The experimenter knew participants’ earnings but not the decisions that led to those earnings. All participants completed a comprehension test before making any decisions; the program clarified the rules to participants who got any particular question wrong. These methods were approved by the University of Guelph Research Ethics Board.

Procedure

Public-goods game (PGG) with punishment. Participants played five rounds of a PGG with punishment in groups of four people. In each round, each group member received L$10 and could contribute any number of these to a public good and keep the rest for him- or herself. The experimenter doubled all contributions and redistributed them evenly among all group members (contributors and noncontributors alike). This ensured that the group did best if everyone contributed, but each individual did best for him- or herself by keeping his or her own money and hoping that others contributed—individuals got only an L$0.50 private share of each L$1.00 they contributed.

After finding out what everyone contributed in that round, participants had the option to punish others by reducing their earnings. Every L$1 spent on punishment reduced the target’s earnings by L$3. This money was not gained; both players lost money. Instead of calling it “punishment,” we used the more neutral phrase “reducing others’ earnings” to reduce framing effects. Participants could spend as much money on punishment as they had remaining that round, and they could punish any other group member. Participants were not told who punished them, only the total that they had been punished. After participants received the punishment, the round ended, and participants began the next round with a new L$10. Earnings were cumulative across all five rounds. Participants were not told the number of rounds.

Experimental conditions. The control condition was the standard PGG described above. The markets condition was the same as the control condition, except that there was a fifth participant in each session (the observer) who did not play the PGG but would later choose one of the other participants to play a trust game with, as follows. When the PGG finished, the observer was told how much each group member had contributed to the public good (using code numbers to preserve anonymity); observers were not told how much each person punished. The observer received L$50 and could entrust any amount to one group member that he or she chose (the “trustee”). The experimenter tripled any money entrusted, and the trustee could then decide how much to return to the observer (returns were not tripled). To collect trustee data from all PGG participants, we first asked what percentage of the entrusted money they would return in a hypothetical trust game. We then used the strategy method to elicit returns for the real trust game: All PGG participants were told how much was actually entrusted and were asked how much they wanted to return; if they were actually chosen, then their response would be implemented. Hypothetical returns and strategy-method returns were highly correlated after controlling for amount entrusted, partial $r(43)=.75, p < .001, though data were missing from 6 participants for the latter because of a computer error.

Assignment to condition was not random but was unrelated to participant characteristics: We ran the control condition when 4 participants arrived on time to the session ($n=52$ participants, 13 groups) and the markets condition when 5 or more participants arrived on time ($n=65$ participants, 13 groups). We used this assignment method because participants occasionally do not show up, and this assignment method allowed us to maximize participants and minimize canceled sessions because of no-shows. Because participants signed up as individuals and did not know the experimental details until they arrived, this assignment method could not create a systematic difference in participant traits. Participants’ responses to postexperimental surveys (see below) confirmed that participants were equivalent in the two conditions. Our sample size was determined by participant availability: We decided in advance to run as many sessions as possible in one semester, provided that we had at least 10 groups in each condition. A post hoc power analysis showed that our total of 26 sessions would have more than 80% power to find a large effect size (Cohen’s $d = 0.8$).

Postexperimental surveys. While the experimenter calculated earnings from the PGG (and trust game in the markets condition), participants completed a short questionnaire. This included their age, gender, the extent to which they felt in competition with other participants (manipulation check on a Likert scale from 0 to 3), a hypothetical decision about whether they would prefer to play a new PGG for L$10 with a new group or receive a fixed L$12 for not participating (“loner question”), and six items from the Cooperative and Competitive Personality Scale (CCPS; Lu, Au, Jiang, Xie, & Yam, 2013; Xie, Yu, Chen, & Chen, 2006). The items from the CCPS included three questions from the cooperative subscale (e.g., “I
enjoy working with other team members to achieve common success") and three questions from the competitive subscale (e.g., “Even in a group working towards a common goal, I still want to outperform others”).

Results

Statistical analysis

Within a group of 4 in the PGG, each person’s behavior affected everyone else’s. To resolve this nonindependence of data, we treated each PGG group as n = 1 (e.g., Barclay, 2004; Nikiforakis & Normann, 2008). Punishment was coded as either moralistic or antisocial. Moralistic punishment was any instance of punishment targeting someone who contributed less than the group’s average contribution that round, whereas antisocial punishment was any instance of punishment targeting someone who contributed more than (or equal to) the group’s average contribution that round. To test the effects of market competition on punishment, we used a 2 × 5 mixed repeated measures general linear model (IBM SPSS 24) with the two experimental conditions (control, markets) as the between-subjects factor and the five rounds as a within-subjects factor. All violations of sphericity were corrected with the conservative Greenhouse-Geisser correction. Equal-variance t tests were used unless Levene’s test indicated unequal variances.

Primary analysis: effect of partner choice on punishment and contributions

As predicted, antisocial punishment was higher in the markets condition than in the control condition, F(1, 24) = 14.76, p = .001, ηp² = .38 (Fig. 1a). Antisocial punishment did not change across rounds, nor was there a Round × Condition interaction (both F < 1, both ηp²s < .05). To test the robustness of the statistics, we noted that the average antisocial punishment per round was higher in the markets condition (M = L$3.05, SE = L$0.61) than in the control condition (M = L$0.63, SE = L$0.16), using an unequal-variance t test, t(13.76) = 3.84, p = .002, d = 1.51, 95% CI for the mean difference = [L$1.04, L$3.77], 95% CI for d = [0.59, 2.32]. The markets and control conditions differed in antisocial punishment right from the first round (M = L$3.46, SE = L$0.80 vs. M = L$0.46, SE = L$0.24, respectively); unequal-variance t(14.21) = 3.60, p = .003, d = 1.41, 95% CI for the mean difference = [L$1.21, L$4.78], 95% CI for d = [0.51, 2.22].

Our main result supports the hypothesis that participants use antisocial punishment to suppress others’ generosity (and make themselves more competitive by comparison). To be certain, we had to eliminate three alternative explanations for the higher antisocial punishment in the markets condition: retaliation, differences in contributions, and confusion. First, antisocial punishment could have been high in the markets condition as a reaction to receiving moralistic punishment. However, this alternative cannot explain our main result, because there was more antisocial punishment in the markets condition than in the control condition even in the first round before participants received
punishment from others. Furthermore, there was slightly less—not more—moralistic punishment in the first round of the markets condition than the control condition \((M = L$2.62, \text{SE} = L$0.72\) vs. \(M = L$3.15, \text{SE} = 0.55\), respectively), \(F(24) = 0.59, p = .56, d = -0.23, 95\% \text{CI for} \ d = [-0.99, 0.55]\), which is the opposite of what we would have predicted if the high antisocial punishment in the markets condition was merely retaliation for moralistic punishment. Overall, the markets and control conditions did not differ in the amount of moralistic punishment per round \((M = L$3.23, \text{SE} = L$0.44\) vs. \(M = L$2.60, \text{SE} = L$0.44\), respectively), \(F(1, 24) = 1.03, p = .32, \eta^2_p = .04\) (Fig. 1b; moralistic punishment did not differ across rounds, \(F(4, 96) = 1.33, p = .26, \eta^2_p = .05\), nor was there a Round x Condition interaction, \(F(4, 96) = 0.70, p = .60, \eta^2_p = .03\)). This suggests that the higher antisocial punishment in the markets condition is not simply a reaction to receiving moralistic punishment. If anything, it might be the opposite: Some moralistic punishment might be retaliation for the first-round antisocial punishment. The two conditions differed in the type of punishment used—interaction \(F(1, 24) = 6.89, p = .015, \eta^2_p = .22\). There was much more moralistic punishment than antisocial punishment in the control condition, \(F(1, 12) = 28.34, p < .001, \eta^2_p = .70\), but the two types of punishment were not different in the markets condition, \(F(1, 12) = 0.11, p = .75, \eta^2_p = .01\).

A second possible alternative explanation is that the two conditions differed in contributions. However, the markets and control conditions did not differ in first-round contributions \((M = L$6.08, \text{SE} = L$0.43\) vs. \(M = L$6.25, \text{SE} = L$0.43\), respectively), \(F(1, 24) = 0.28, p = .78, d = 0.11, 95\% \text{CI for} \ d = [-0.66, 0.88]\) (Fig. 1c); even the upper range of this confidence interval is much smaller than the effect size for antisocial punishment, \(d = 1.41\). This suggests that the higher antisocial punishment in the first round of the markets condition was not the result of differential contributions. Interestingly, contributions did show a Round x Condition interaction, \(F(2.75, 63.13) = 4.83, p = .005, \eta^2_p = .17\): There was no effect of round on contributions in the markets condition, \(F(4, 44) = 1.00, p = .42, \eta^2_p = .08\), but there was an effect of round in the control condition, \(F(4, 48) = 19.75, p < .001, \eta^2_p = .62\); specifically, contributions increased linearly in the control condition, \(F(1, 12) = 74.85, p < .001, \eta^2_p = .86\). This suggests that the higher antisocial punishment in the markets condition was effective at preventing cooperating from escalating in the face of partner choice and that competition over partners can reduce cooperation if people compete by suppressing others’ cooperation. However, given that any differences appeared only in later rounds, they cannot explain away the higher antisocial punishment that was present from Round 1.

A third possible alternative explanation is that participants were more confused in the markets condition because of the trust game that followed the PGG, and this confusion led to higher antisocial punishment. Indeed, some sessions contained participants who punished themselves, either by mistake or by misunderstanding, and these sessions tended to be in the markets condition rather than the control condition (6/13 vs. 1/13, respectively; \(z = 2.48, p = .01\)). However, even if we excluded any session in which participants punished themselves, there was still more antisocial punishment in the markets condition than in the control condition \((M = L$2.06, \text{SE} = L$0.35\) vs. \(M = L$0.63, \text{SE} = L$0.27\), \(F(1, 17) = 10.49, p = .005, \eta^2_p = .38, d = 1.53, 95\% \text{CI for} \ d = [0.41, 2.51]\). This conservative analysis shows that although there may have been more confusion in the markets condition, the higher antisocial punishment in that condition was not simply caused by a few confused participants.

Altogether, antisocial punishment was higher in the markets condition than in the control right from Round 1 and did not change over rounds. This difference cannot be explained by different contributions, by different amounts of moralistic punishment, or by confusion. Thus, the main explanation remaining is that the difference in antisocial punishment was caused by competition to be chosen to play the trust game.

**Trust game (markets condition only)**

In the markets condition, the PGG was followed by a trust game. Observers chose the highest contributor from the PGG in 10 of 11 groups where there was a single highest contributor (binomial \(p < .001\) against chance probability of 1/4); two other groups had 2 participants tied for highest contributor, and in both of these groups, one of the top contributors was chosen. This indicates that contributions were perceived as signals of trustworthiness. Observers also trusted more money to players with higher average contributions, \(r(11) = .28, p = .35, 95\% \text{CI} = [-.31, .72]\); this was not statistically significant because of the low sample size, but it is comparable with findings of previous studies when people are competing to be chosen and is lower than when people are not competing to be chosen (Barclay & Willer, 2007). Participants with higher average contributions were willing to return a higher percentage in a hypothetical trust game, \(r(50) = .27, p = .052, 95\% \text{CI} = [-.01, .51]\), and when told the amount entrusted for eliciting actual returns with the strategy method, they returned a higher actual amount, \(r(44) = .42, p = .004\); controlling for amount entrusted: partial \(r(43) = .42, p = .004, 95\% \text{CI} = [.17, .65]\). These results replicate those of previous work showing that
people trust cooperators and that such trust is broadly warranted.

**Responses to questionnaires**

We conducted additional analyses at the individual level, in which we treated each participant as his or her own data point.

**Feelings of competition.** Our manipulation check was successful: On a scale from 0 to 3, participants in the markets condition reported feeling that they were more in competition with their group members ($M = 1.52, SE = 0.12$) than did participants in the control condition ($M = 1.21, SE = 0.08$), unequal-variance $t(87.88) = 2.12, p = .04, d = 0.42$, 95% CI for $d = [0.03, 0.81]$. We also measured personality differences in cooperativeness and competitiveness using the CCPS: Participants in the markets condition were not significantly different from those in the control condition in either cooperativeness (average score $= 10.2, SE = 0.5$ vs. average score $= 10.0, SE = 0.3$, respectively), $t(102) = .36, p = .72, d = 0.07$, or in cooperativeness (average score $= 11.6, SE = 0.3$ vs. average score $= 12.2, SE = 0.2$, respectively), $t(102) = 0.36, p = .13, d = 0.30$. Both the manipulation check and the CCPS were administered after the PGG and trust game, but only the temporary measure of competition differed between conditions (manipulation check), whereas the personality measure of competition did not (CCPS).

**Correlations between personality and game behavior.** Table 1 presents correlations among game behavior and the CCPS subscales. Antisocial punishment was negatively correlated with contributions in both the markets and control conditions, $r(50) = −.45$ (95% CI $= [−.64, −.20]$) and $r(50) = −.51$ (95% CI $= [−.69, −.28]$), respectively. Antisocial punishment was positively correlated with moralistic punishment in the markets condition, $r(50) = .39, p = .005, 95\% \text{ CI} = [.13, .60]$, but not in the control condition, $r(50) = .02, p = .90, 95\% \text{ CI} = [−.25, .29]$; these correlations differed with $z = 1.92$ (two-tailed $p = .055$ because we did not predict this). Many participants carried out both moralistic and antisocial punishment in the same round: 24 people in the markets condition versus 8 in the control condition (see Table S1 in the Supplemental Material available online). Average contributions were significantly correlated with the cooperative subscale of the CCPS in the control condition, $r(50) = .47, p < .001, 95\% \text{ CI} = [.23, .66]$, but not in the markets condition, $r(50) = .12, p = .39, 95\% \text{ CI} = [−.16, .38]$; these correlations differed with $z = 1.91$ (one-tailed $p = .027$), and the one-tailed test was justified because our hypothesis explicitly predicted that antisocial punishment would suppress cooperation in the markets condition (thus reducing the correlation between cooperative personality and contributions).

**Exploratory analysis of antisocial punishment by loners**

Rand and Nowak (2011) proposed that individuals who prefer a loner strategy in PGGs (i.e., prefer a fixed payoff for sitting out the PGG instead of playing it) are most likely to engage in antisocial punishment when forced to play the game. We asked our participants the hypothetical question of whether they would prefer a fixed payoff of L$12$ (henceforth “loners”) or another PGG with new partners (henceforth “nonloners”). In our sample, the 64 loners and 44 nonloners did not differ in their use of antisocial punishment ($M = L$2.08, $SE = .17$, $t(102) = 0.72, p = .47$).

![Table 1](image-url)
Discussion

Barclay (2013) and Sylwester and colleagues (2013) proposed that when there is competition to be chosen as a social partner, low cooperators will use antisocial punishment or do-gooder derogation to reduce others’ cooperation and make themselves look good by comparison. Our main result supports this: Antisocial punishment was much higher in the markets condition than in the control condition, with a very strong effect size (\(d = 1.51\)). This difference was present in the first round. This effect cannot be explained by differences in contributions because contributions were not different in the first round (consistent with previous research; Barclay, 2004). Although some instances of antisocial punishment may be retaliation for moralistic punishment (Herrmann et al., 2008; Sylwester et al., 2013; Van Dijk et al., 2015), our main effect cannot be explained as simply retaliation because moralistic punishment did not differ between the two conditions either in the first round or overall. Furthermore, these results persisted even when we eliminated sessions in which participants may have been confused. Thus, it appears to be competition over partners that causes the higher antisocial punishment.

Previous studies have shown an escalation of cooperation when people compete to be chosen as partners (Barclay & Willer, 2007; Sylwester & Roberts, 2010). This was not the case in this experiment. In the control condition, contributions increased across rounds, as usually happens when moralistic punishment is present (see the meta-analysis by Balliet et al., 2011). However, contributions did not increase in the markets condition. This is exactly what we would predict if antisocial punishment was a strategy to bring down the high cooperators and prevent them from competing to cooperate the most: Antisocial punishment prevents an escalation of generosity (Barclay, 2013). This result is also consistent with previous work showing that high levels of antisocial punishment tend to inhibit cooperation and undermine the effects of moralistic punishment (Fatas & Mateu, 2015; Herrmann et al., 2008; Rand & Nowak, 2011). Furthermore, cooperative personalities (on the CCPS) were less related to contributions in the markets condition, which is also consistent with antisocial punishment having suppressed people’s generosity. These results suggest that contrary to previous suggestions, biological markets do not always produce good outcomes and can even produce bad outcomes, because organisms may also compete to be chosen using harmful tactics.

When will it pay to compete via antisocial punishment and do-gooder derogation? All else being equal, these strategies will pay better when there is more competition, especially if the derogator and target are competing most directly, such that one’s gain is a relatively bigger loss for the other. Antisocial punishment and do-gooder derogation are risky tactics because they could make oneself look bad if done poorly. Thus, any factors that affect the payoff for risk taking should affect the payoffs for antisocial punishment. These include (Barclay, Mishra, & Sparks, 2018; Mishra, Barclay, & Sparks, 2017) the probability that punishment or derogation will affect the target’s desirability (i.e., probability of success), the amount by which it would do so (i.e., benefits if successful), the amount it will hurt the derogator to be seen to punish or derogate (i.e., the cost if unsuccessful), and the derogator’s likelihood of being chosen as a partner without resorting to this risky strategy (i.e., the level of desperation). Future studies could investigate the effects of each of these on antisocial punishment and do-gooder derogation.

One limitation is that we used laboratory games to assess cooperation and antisocial punishment instead of real-world behavior. However, such games are commonly used as models of real-world phenomena, with the monetary incentives representing the real-world costs and benefits of helping or harming others. Antisocial punishment in PGGs is a good model for understanding do-gooder derogation, which is where people who help others or act morally receive criticism or ridicule (Minson & Monin, 2012; Monin, 2007) or are evicted from their groups (Parks & Stone, 2010). Another limitation is that punishers’ identities were not made visible. Unjustified punishment is viewed as untrustworthy (Barclay, 2006), so antisocial punishment might have been more muted or subtle if the observer had known who had punished whom. Outside the laboratory, antisocial punishment and do-gooder derogation are likely done subtly or indirectly to reduce the chance of looking bad. Our study demonstrates people’s motivations for engaging in antisocial punishment when such constraints are absent and shows that introducing partner competition makes people more willing to engage in antisocial punishment.
Overall, our results support the idea that antisocial punishment and do-gooder derogation function as a way to prevent one’s competitors from gaining relative reputation, which would make oneself look worse by comparison (Barclay, 2013). These results can apply to any social dilemma or cooperative situation, including organizations, corporations, group projects, hunter-gatherer food sharing, resource conservation, and philanthropy. For example, our results may explain why very generous people sometimes hide large philanthropic donations (Rainhani, 2014): Others may resent such actions and punish or ostracize the donors. Our study suggests that perhaps the best strategy for social competition in any of these areas is to be good but not too good, lest one make enemies of those who are merely good and thus receive their punishment.
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